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Summary 
“Federated learning” is a relatively new concept that has emerged from the fields of machine learning and 
networking, in which centralized machine learning models are applied to private decentralized data. As part of 
the Biomedical Data Translator (“Translator”) program, we have developed three regulatory-compliant, open-
source services for exposing insights derived from the electronic health records of three healthcare systems. 
Herein, we propose a two-phased approach for extending our existing services to support federated learning. 
In the first phase, we propose a proof-of-concept demonstration, leveraging the current Translator 
architecture and a new Translator service termed BioPack, which comprises a general workflow manager, a 
centralized server, and a subgraph retrieval service. BioPack will be used to run sequential queries across our 
three Translator clinical endpoints, thus mimicking federated machine learning. Those queries will take the 
form of a simple mathematical algorithm that performs a calculation across the results that are returned by 
each of the three Translator clinical endpoints for each sequential query. In the second phase, we propose to 
extend the phase one effort, leveraging a secure version of BioPack or a separate secure server for centralized 
queries, but directly targeting the private clinical databases that support the Translator clinical endpoints. We 
will prioritize privacy and security during both phases of the work. Collectively, our proposal will allow us to 
generate new clinical insights for contribution back to our institutions and the Translator program.   

Federated Learning 
The concept of “federated learning” emerged from the fields of machine learning and networking, with the 
term being formally introduced by McMahon and Ramage at Google in 20171. The idea was driven by the 
rapid rise in mobile devices and the need to balance privacy concerns with the desire to leverage the huge 
amount of data stored on individual devices, rather than in a centralized local server or within a cloud 
environment2,3. With federated learning, a shared centralized machine learning model is applied to private 
decentralized data, without requiring centralization of the data, thus supporting learning and model 
improvement from multiple data sources, while allowing data owners to remain in control of their data. Data 
owners apply shared machine learning models to their data within their own secure local environment to train 
the models. As those models become updated, the updates to model weights and/or parameters, but not the 
data used to generate them, get pushed to an agreed-upon environment, which could be cloud-based or 
traditional server-based, and the process continues until model optimization. The net benefit for engaged 



parties is to apply the learned federated knowledge to increase the value of their independent data assets, 
without compromising the security of those assets or losing ownership of them. 

The general premise underlying federated learning is that data are valuable assets that must be protected. 
Foremost, data generators, including the owners of mobile devices and patients, value their personal data and 
are rightfully concerned with privacy, as should be researchers, institutions, and any secondary users of those 
data. In addition, the institutions that hold these data assets, including the financial, insurance, and healthcare 
industries4,5, view their collected data as financially valuable assets and are understandably reluctant to share 
the data, at least not without a net gain on their part.  

Federated learning offers a solution to these challenges, one that has several key advantages over traditional 
centralized approaches to the application of machine learning models6. In addition to allowing data owners 
control over their data assets, the approach supports multi-institutional collaboration, while preserving 
privacy and security, by separating the data from the models and allowing the models to come to the data 
rather than the other way around. Second, because federated learning leverages local computational resources, 
it is inherently more economical and efficient than centralized learning. Third, the approach is scalable, 
especially when attempting to apply machine learning models to very large datasets. Related, when numerous 
institutions are willing to participate in federated learning, with security and privacy concerns addressed, the 
trained models are often more generalizable than centralized models due to larger and more diverse training 
data. 

Nonetheless, federated learning does not alleviate all security or privacy concerns, but rather shares certain 
security and privacy issues with centralized approaches. Additionally, there are distinct disadvantages with 
federated learning over traditional approaches. First, at the heart of federated learning is a foundation of trust, 
which itself builds upon a foundation of transparency and accountability. Indeed, all parties must be 
transparent and accountable when engaged in federated learning, and they must abide by agreed-upon terms 
of engagement. They also must acquire upfront approvals, including any necessary regulatory approvals such 
as those required by Institutional Review Boards7 and any institutional approvals that may apply to the 
engaged parties. Approvals also are required for model and parameter updates, although those approvals need 
not necessarily involve regulatory bodies, but rather can take place via mutual software platforms such as 
GitHub, if that arrangement has been included and agreed upon in the rules of engagement. Second, time lags 
and delays, as well as overhead costs, may present challenges with federated learning, as it often takes time to 
update model weights and parameters with each round of training. This point is worth emphasizing, as 
federated learning carries inherent dependencies on external parties and their workflow timelines. Third, 
security breaches and data leakage are always possible, even when careful and considerate security protections 
have been put in place. Malicious actors thrive on opportunities to introduce security breaches, even when 
there is no financial or other reward8. In addition, human error can be a contributing factor to accidental 
security breaches9. Finally, federated learning may introduce issues related to model quality, particularly if 
participating institutions have not adopted the same quality control measures. Indeed, mathematically 
rigorous approaches to support differential privacy and the sharing of aggregate data often compromise data 
quality and usability10.  

Recognizing the advantages and disadvantages of federated learning, we propose a multi-phase framework 
and approach for applying federated learning to the clinical data systems available at our institutions, namely, 
the University of North Carolina at Chapel Hill (UNC), Columbia University Irving Medical Center, and the 
Institute for Systems Biology. Our proposal leverages our ongoing collaborative work as members of the 
Biomedical Data Translator (“Translator”) Consortium, funded by the National Center for Advancing 
Translational Sciences11,12. Herein, we briefly describe the Translator program and the clinical data services 
that we have developed as a part of that program. We then provide an overview of our approach toward 
federated learning over clinical data. We close with next steps and final remarks. 



The Integrated Clinical and Environmental Exposures Service (ICEES), Columbia Open 
Health Data (COHD) Service, and Multiomics Clinical Connections (MCC) Service 
The Translator system is an open-source, knowledge graph (KG)–based system that aims to support the 
integration and cross-query analysis of hundreds of open clinical and biomedical data sources, applying 
advanced reasoning algorithms to derive new insights into human diseases and potential therapeutics. The 
overall goal of Translator is to shift the definition of disease from a symptom-based classification to a 
mechanistic-based classification11,12. To achieve data integration across the disparate data sources, Biolink 
Model13 is leveraged for data representation, semantic harmonization, and identifier resolution. To date, the 
Translator system has integrated over 300 disparate data sources to derive clinically meaningful insights into 
asthma, multiple sclerosis, cyclic vomiting syndrome, Fanconi anemia, Ehlers-Danlos syndrome, and many 
other diseases and syndromes14. 

The fundamental tenets of the Translator Consortium include (1) a focus on clinical insights derived from 
clinical data such as electronic health record (EHR) data and (2) open team science and open-source software 
development14. The focus on clinical data differentiates the Translator system from other biomedical KG-
based systems such as Causaly15,16 and Elsevier’s EmBiology17. However, that same focus conflicts with the 
focus on open team science and open-source software development. To address these challenges, we have 
developed regulatory-compliant approaches for openly exposing and querying knowledge derived from EHR 
data that have been represented in a manner that preserves patient privacy and minimizes security risks18.  

For example, ICEES openly exposes EHR data from UNC Health that have been integrated with a variety of 
publicly available sources of environmental exposures data such as airborne pollutant exposures and 
socioeconomic exposures19. The data are stripped of protected health information via the HIPAA Safe 
Harbor method20,21 before being exposed in semi-aggregated form via an open application programming 
interface (openAPI)22. ICEES is cohort-specific in design and supports dynamic cohort creation and the 
application of basic statistical analyses such as Chi Square analysis and Fisher’s Exact Test. COHD exposes 
patient counts and prevalence estimates for patient demographics, diagnoses, medications, and procedures, 
and the co-occurrences between them23. The EHR results are derived from Columbia University Irving 
Medical Center and include data on ~5M patients. The Open Health Data @ Carolina Service provides an 
instantiation of COHD but at UNC Health and includes UNC Health EHR data on ~6M      patients24. 
Finally, the MCC Service provides insights on population-level risk factors for several chronic medical 
conditions using research insights derived from over 30 million EHR records from Providence Health 
Systems and Affiliates25. We note that COHD, Open Health Data @ Carolina, and MCC Service results are 
derived from the OHDSI-compatible databases at each institution26, using OMOP as the common data 
model (CDM)27. This offers a tremendous opportunity, as the use of OMOP as a CDM, coupled with the 
adoption of Biolink Model13, supports interoperability of the EHR data available at each institution and 
harmonizes the application of machine learning models across institutions via federated learning.  

We have collectively queried these open clinical knowledge sources to rapidly generate insights into asthma 
and other diseases. For instance, we cross-queried ICEES and COHD to generate insights into the 
relationship between sex, obesity, diabetes, exposure to particulate matter, and asthma28. We’ve additionally 
queried the Translator clinical knowledge sources to rapidly derive insights into drug-induced liver injury, 
coronavirus infection, psoriatic arthritis, and other diseases29. Moreover, we’ve deployed demonstration 
instances of ICEES to support secure multiparty computation (SMC), which is an approach for secure data 
sharing that is relevant to federated learning30. In our demonstration SMC project, we applied SMC to 
securely calculate cross-institutional counts of theoretical patients with rare disease, the goal being to 
determine if the collective sample size was sufficient to support a multi-institutional, statistically valid, 
research study on rare disease31. Here, we propose to move beyond open queries of Translator clinical 
knowledge sources to the application of machine learning models in the context of federated learning. 



Federated Learning Proposal: Implementation Plan 
We envision a two-phase approach for implementation of federated learning using COHD, Open Health 
Data @ Carolina, and MCC Service (Figure 1). (Note that we will not include ICEES in this effort, as that 
service does not share OMOP as its CDM. However, we will leverage our prior SMC work with ICEES and 
the lessons learned under that effort.) 

 

Figure 1. Proposed two-phase approach for federated learning over clinical data. (A) Phase I will involve using BioPack’s 
Shepherd workflow management system and Retriever’s subgraph retrieval service to run a federated query across 
COHD, Open Health Data @ Carolina, and the MCC Service, using our existing TRAPI endpoints. This work will 
leverage our ongoing Translator work and has all regulatory and institutional approvals in place to move forward. (B) 
Phase II will move beyond the Phase I work to implement federated learning. The Phase II work will leverage the Phase 
I work, but it will involve the use of a secure federated server (perhaps a secure version of BioPack) and apply federated 
queries across the OMOP databases at our three institutions. The Phase II work will require new regulatory and 
institutional approvals to move forward. TRAPI = Translator Reasoner Standard Application Programming Interface. 

In the first phase of the proposed approach (Figure 1A), we will invoke the current Translator architecture to 
demonstrate proof-of-concept federated learning by running a simple mathematical algorithm32 across our 
three Translator services, using existing Translator Reasoner Standard Application Programming Interfaces 
(TRAPI)33. We note that we have obtained all regulatory and institutional agreements to complete this phase 
of the proposed work. Specifically, we will leverage a new Translator component termed “BioPack”. BioPack 
comprises two main components: “Shepherd” serves as a general workflow manager and centralized server; 
and “Retriever” is a subgraph retrieval service34. For the proposed application, Shepherd will direct a query to 
Retriever that asks for the sample size and the natural logarithm of the odds ratio for an observed association 
between a drug exposure and a disease outcome. Retriever will then query COHD, Open Health Data @ 
Carolina, and the MCC Service and return the two requested metrics back to Shepherd, which will then 
calculate the weighted average of the combined results, following an algorithm that we developed for 
Translator32.  

cohd: log_odds_ratio = OR1 
 
total_sample_size =  N1 
 
weight = W1 = N1/(N1 + N2 + N3) 
 
ohd@carolina: log_odds_ratio = OR2 
 
total_sample_size =  N2 
 
weight = W2 = N2/(N1 + N2 + N3) 



 
mcc: log_odds_ratio = OR3 
 
total_sample_size =  N3 
 
weight = W3  = N3/(N1 + N2 + N3) 
 
clinical_information_score = (W1 * OR1 + W2 * OR2 + W3 * OR3) / (W1 + W2 + W3) 
 
A cap of 10 is imposed on the |log_odds_ratio| for each source to avoid skewing the overall score due to extremely 
high log_odds_ratio values, which are uncommon and often reflect very large sample sizes. Finally, the overall score is 
normalized [0,1) using the logistic normalization function in Python.  
 
The key code block is: 
import numpy as np 
def logistic_norm(x): return (1/(1+np.exp(-np.abs(x)))-0.5) * 2 

 

We will repeat this exercise a total of three times by querying three different drug-disease combinations, thus 
mimicking dynamic federated learning. We will verify our results by direct query of each source and 
comparison with our Translator results32. Importantly, the goal of the Phase I work is to demonstrate proof-
of-concept federated learning, using existing infrastructure and approvals and leveraging our prior 
collaborative work. 

For the second phase of the proposed work (Figure 1B), we propose to initially run the same algorithm used 
for the Phase I work, but targeting the OMOP databases directly, rather than through the open TRAPI 
endpoints. We will use either a secure version of the BioPack service or a secure centralized server to manage 
and execute the queries and algorithm updates. We note that unlike the Phase I work, the Phase II work will 
require new regulatory and institutional approvals, which is partially why the Phase I proof-of-concept work 
is critical. Nonetheless, we believe that our nearly ten-year history of successful research on and sharing of 
open clinical data will help to ensure that the proposed work moves forward. The goal of the Phase II work is 
to build the infrastructure to move toward implementation of more sophisticated machine learning models 
such as generalized linear models, random forest models, and causal network models. We note that our team 
has significant experience applying these models to EHR data35–38, and that experience will additionally 
facilitate the proposed work. For instance, we may initially ask if sex, race, obesity, diabetes, and exposure to 
airborne particulate matter are predictive of prednisone use among patients with asthma. In this example, the 
goal would be to replicate our prior work28 and position us to move toward more complex models and high-
impact use cases. 

Privacy and Security Considerations 
Privacy and security concerns are always critical to consider when working with EHR data. The proposed 
work is no different. For the proposed Phase I effort, all regulatory and institutional requirements have been 
met, with fully executed agreements in place. Our institutions have safely exposed deidentified EHR-derived 
insights for the past several years, without any security or privacy breaches, thus demonstrating the reliability 
of our approach. However, the proposed Phase II effort will require new Institutional Review Board 
protocols and approvals, as well as new institutional approvals. To protect against security breaches during 
Phase II, we may hire a cybersecurity expert to evaluate the technical privacy and security risks posed by our 
proposed data/system flow. Additionally, we may obtain “Expert Determination20,21” using a service such as 
Datavant39. Given our history of successful human subjects protection and institutional trust, we are 
confident that the Phase II work will receive all necessary approvals to move forward. However, we recognize 



that we may need to modify our proposed plan to ensure that patient privacy is protected and that our 
technical approach is secure. 

Next Steps and Concluding Remarks 
Having established the basic framework and approach for the proposed federated learning model, we are now 
ready to move forward with implementation of the Phase I work and initiate the regulatory and institutional 
discussions that will be required to begin the proposed Phase II work. We believe that our innovative 
approach to open multi-institutional sharing of EHR-derived insights data will prove valuable to our 
collaborating  institutions, as well as the Translator program, and serve as a powerful exemplar for other 
institutions to adopt. 
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